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Abstract

This research aims at the emotional expression of a robotic hand
through various gripping manners on the user’s hand. The proposed
system is implemented with a robotic hand’s various haptic actuators
to realize the change of the fingers’ gripping force and the robotic
hand’s holding duration so that the user can haptically estimate the
emotion of the robot. The system is expected to provide stress relief
or emotional stability, especially for elderly or challenged people.
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System Overview

The system consists of a PC, a robotic hand, an AVR
controller, and a servomotor. The gripping strength
of the robotic hand was simply changed by a
servomotor which is controlled by the PC via the
AVR controller. The timings of the gripping /
release action were decided by the hand-holding
Fishing gut duration. Currently, the two parameters of the
gripping manner were directly controlled by the
designed patterns. To automatically control the
expressions corresponding to the robot’s internal
state and the user’s demand, They verified the
relationship between the gripping manner and the
emotional expression of the robot in this paper.

Figure 1: Configuration of the robotic hand



System Evaluations

Factor A: The strength with which the robotic hand grips the user’s hand(A):

Weak(40degrees) ordinary(60degrees) strong (80 degrees)

Factor B: The duration for which the robotic hand grips the user’s hand(B):

Short(0.8seconds) normal(2.5seconds) long (4.5 seconds).



Plush doll Robot hand

50cm

mis/her reach

Figure 2: Experimental environment settings Figure 3: How to hold the robot hand

Procedure




Procedure

The dialog between the bear and A-chan was
started after the participant held A-chan’s hand.
The content of the dialog simulated a scare scene
for the robotic hand to express strong emotion as
follows.

Bear: “Hey, hey, hey, can you see IT?”

A-chan: “What do you mean IT?”

Bear: “Behind you....There is an ogre.”

Figure 3: How to hold the robot hand

After the dialogue, A-chan gripped the participant’s
hand based on the experimental conditions and
releases the participant’s hand after the decided
period for each condition.



Table 1: Factor matrix (Varimax rotation)

j. pairs (1-5) Factor1  Factor? Factor3  Factord
iensitive-Sensitive 0.813 0.154 0.170 0.013
mw=Fast 0.779 0,141 0,135 -0.126
guely—Clear 0.768 0.202 0.221 -0.194
shonest-Honest 0.642 0.050 0.035 0.034
ill- Funn}r 0.631 0.301 0.202 0.221
lpid—Smal‘l 0.620 0,017 0.436 0.230
ring-Interesting 0.614 0,327 0.328 0,234
iscure—Luculent 0.602 0.394 0.396 -0.100
pressed-Unfastened 0.541 0.440 0.039 0.342
or-Rich 0.516 0.443 0.229 0.358
rk-Bright 0.430 0.328 0.373 0.357
x«chanical-Human 0.168 0.842 0.125 0.025
matural-Natural 0.301 0.765 0.192 0.092
ifriendly-Friendly 0.286 0.761 0.349 0.080
approachable-Accessible 0.160 0.730 0.349 0.221
slike-Like 0.177 0.559 0.510 0.1449
mgerous-5Safe -0.014 0.471 0.421 0.140
oomy-Cheerful 0.253 0.123 0.720 -0.045
ipleasant-Pleasant 0.187 0.298 0.718 0.150
1d-Warm 0.219 0.336 0.632 0.175
icomfortable-Comfortable 0.230 0.417 0.523 0.402
ree-Equable -0.286 0.021 0.003 0.763
itating —Calm 0.151 0.262 0.288 0.719
nple-Complex 0.067 -0.199 -0.121 0.217
;t:nvalue 10.293 2.425 1.607 1.066
m of squares

5.101 4,389 3.324 2.066

adings after rotation)

Evaluation Statements

The participant evaluated the adjective pairs described in Tablel in a
five-point-scale rating using the SD method as impression valuations
for factor analysis.

Tablel shows the commonality and factor loads of each item after a
Varimax rotation and give the explanation rate of variance for each
factor. Each factor was interpreted based on the whose absolute value
of factor loading was 0.50 or more.

First, factor 1 was made to be hypersensitive based on “sensitive,”
“fast,” “clear” and so on. Factor2 was based on affinity: “human,”
“natural,” “friendly” and “accessible.” Factor3 was made to be
comfortable and was based on“cheerful,” “pleasant,” “warm” and so
on. Factor4 was made to be quiet:“calm” and “equable.” Factor 5 was
made to be complex :“complex.”



To compare the impression of each condition when
encountering the tactile sense of grasping the robotic hand, the
standard factor scores were calculated as an impression
evaluation of gripping expressiveness.

J? Il :| \‘-..

Figure4 shows the averages and standard deviations of the
standard factor scores by each conditions.

Hypersensitive Affinity Comfortable Quiet Complelx

1 A1B1 mA1B2 m A1B3 = A2B1 = A2B2 n A2B3 m ASB1 = A3B2 m A3B3 . .
Here Table2 shows the result of analysis of variance(ANOVA)

based on the standard factor scores.

Figure 4: Factor scores for each condition

Table 2: ANOVA result based on the standard factor scores

A (gripping force) B (holding duration)  AB interaction

t p f p f p
Hypersensitive | 17.820 <0.001"" | 0.822 0.449 0.777  0.544
Affinity 8.808  <0.001"" | 4.660 0.017** 2341 0.064+
Comfortable 2.150 0.133 1.075 0.353 0.320  0.864
Quiet 1.060 0.358 2.637 0.087+ 0.996 0.417
Complex 1.402 0.261 2.906 0.069+ 0,959  0.436

+p<.l, " p<.05 " p=<.01
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Figure 7: Significant difference in multiple comparisons of
main effect for “affinity”

Conducted multiple comparisons of
main effect among three levels of the
factor A(Figure5). There were significant
differences between the Strong level
and other levels while the scores were
gradually increased corresponding to
the gripping force.
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Figure 5: Significant difference in multiple comparisons of
main effect for “hypersensitivity”

As shown in Figure6, there were
significant differences between the
Weak level and other levels while
the scores were gradually increased

corresponding to the gripping force.

Means of standard factor scores
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Figure 6: Significant difference in multiple comparisons of
main effect for “affinity”

Figure 7 also showed a significant
difference between the Short and
Long levels, while the average
score of the Normal level was
about an intermediat evalue of the
Short and Long levels.




Further more, there were several significant differences by the gripping manners (strength and
duration). The standard factor scores for the five extracted factors as impression of the robotic
hand were processed by the two-factor ANOVA and the result showed significant differences of
the hypersensitivity and affinity; the difference in gripping strength seemed to affect
hypersensitivity and affinity and the difference in holding duration seemed to affect affinity.

It is conjectured that the score of
hypersensitivity elevated by the stronger

grip.

It is also presumed that the strength of
the Strong conditions were perceived as
human-like or natural grip. They should
continue their verification on
naturalness of the gripping manner to be
positively accepted.

In regard to the gripping duration of the
robotic hand, it was shown that the
longer gripping duration made the users
feel higher affinity.

The set of the holding duration in the
experimental configuration had a
limitation, so we should verify the effect
of holding duration with a wider range of
the levels in the experiment setting.

From the ANOVA for other three
factors of the impression, there was
no significant result.

These factors are still expected to be
related to the elements of the
gripping manner except the strength
and duration, such as the gripping
position and direction on the user’s
hand.

Discussion
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Conclusion

In this study, it proposed a robotic hand to provide tactile interaction with users who have physical
or psychological difficulty in daily life such as bedridden patients for lessening their loneliness and

stabilizing their minds.

In this paper, they especially focused on the gripping manner of the robotic hand holding on the
user’s hand as a physical contact. The effect of the expression of the robotic hand of the gripping
manner based on based on the holding duration and gripping strength on the user’s impression
was examined. As a result, five factors (hypersensitivity, affinity, comfortable, quiet, and complex)
were extracted from the results of the factor analysis. In addition, the ANOVA results of the
standard factor scores of the five factors showed that the hypersensitive and affinity increase as
the gripping power strengthens, and that the longer holding duration increases affinity.

In the future, they consider that it is necessary to design the movement of the robotic hand
combined to the physiological phenomenon on the skin to realize more realistic physical contact.
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"A Conversational Robotic Approach to
Dementia Symptoms”

Ryuji Yamazaki, Hiroko Kase, Shuichi Nishio, Hiroshi Ishiguro

Hokkaido University
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“Compact Real-time avoidance on
a Humanoid Robot for
Human-robot Interaction”

D. Nguyen, M. Hoffmann, A. Roncone, U. Pattacini, G. Metta,
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Effects of Capability and Context on
Indirect Speech Act Use in Task-
Based Human-Robot Dialogue

Kazuma Tateiri




Introduction

* Humans often use “indirect speech acts” (ISAs) to other humans.

* For example, “Could you open the door?” is a ISA.

* This sentence is literally questionnaire.

e But the actual intention of this speech is request to open the door.

* |SAs are used to achieve socio-cultural goals (e.g. politeness).

* The use of ISAs differs individually and cross-culturally.

e But their use is generally accepted feature of natural human dialogue.



Motivations of this research

* The authors suspect that not handling ISAs might be one of the
largest stumbling blocks preventing successful natural language-based
human-robot interaction outside of the laboratory.

* Only recently have word error rates on speech recognition fallen into
the single digits (6.9%), and yet this rate is considered to be too high.

e But if ISA use rates is considerably higher than 6.9% in human-robot
dialogues, it deserves more attention from the research community.

* It is important to investigate the extent to which ISAs will be used.



The seven hypotheses they created:

1.

4.

ISAs are central to task-based human-robot dialogue regardless of
task context. ISAs will be used with sufficient frequency that not
handling them would yield an unacceptably high utterance error
rate greater than or equal to the current word error rate of 6.9%.

This high frequency of ISA use will occur in both conventionalized
and unconventionalized task contexts.

Human social conventions will carry over into human-robot
interactions.

ISAs will be more often used in conventionalized scenarios.



The seven hypotheses they created: (2)

5. Even if a robot demonstrates itself to be fundamentally incapable of
understanding ISAs, humans will prefer to continue using ISAs
rather than direct commands.

6. If the hypothesis 1 holds, a human interacting with a robot unable
to understand ISAs should be less efficient in accomplishing a task
than a human interacting with a robot able to understand ISAs.

7. If the hypothesis 1 holds, a robot unable to understand ISAs should
be perceived less favorably than a robot able to understand [SAs.



Methodology

* They conducted a Wizard-of-Oz between-subjects experiment.
* It employed two scenarios: restaurant and demolition.

* In the restaurant scenario, the participants were provided with a list
of three “courses” which they could request to be delivered.

* In the demolition (F#1X) scenario, the participants were provided with
a list of three towers which they could request to be knocked down.

e Each scenario had two conditions: understood and misunderstood.

* Each participant was randomly assigned to one of four conditions:
* Such as (restaurant, understood), (demolition, misunderstood), etc.



Room setups

* In the restaurant scenario, the room was

* In the demolition scenario, the room contained
e three colored towers of aluminum cans, as
1LIL shown in figure on the left:




Behavioral results

* The majority of participants (69%) used at least one
ISA.

* 46% of task-relevant utterances were coded as ISAs.

* ISAs were much more frequently used in the
restaurant condition (0.75 = 0.39) than in the
demolition condition (0.16 = 0.34). (left figure)

 ISA use rates was far above their threshold (6.9%)
| in both the understood (1.0 = 0.49) and
S condion misunderstood (0.4 £ 0.27) conditions.

Percent ISAs among task-relevant utterances

o
(=]



Implications

* The first hypothesis (H1) was that ISAs would be consistently used,
even after repeated demonstration of an inability to understand them.
As seen in the results section, ISAs were used by the majority of
participants and constituted the majority of task-relevant utterances.

* The second hypothesis (H2) was that this high frequency of ISA use
would occur across both conventionalized and unconventionalized
task contexts. While ISAs were observed in both conditions, ISAs were
used far less frequently in our unconventionalized task context, at a
rate which did not clearly support this hypothesis.




Implications (3)

* The results suggest a significant need for robots engaging in task-
based human-robot dialogue interactions to be able to understand
ISAS.

 Specifically, the results suggest that failing to understand ISAs could
result in an expected utterance error rate as high as 46% (the mean
frequency of ISAs among task relevant utterances) — a number that is
clearly unacceptably high for task-based interactions.
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Background

* There are a lot of researches about technologies of
Conversational Agents.
* voice interface and the dialogue system
* human-like interaction
* intelligence

* Understanding Affective Experiences for better interaction
experience.



Implementation

e Survey research about experience on Google Assistant

* Critical incident method, which requires users to report an
experience that they have had for reliability of survey.

* mathematical analysis
* PCA
* Correlation analysis



Experiment

Devices Used Location of Use Social Context
: : Smartph 75% Home 64% Al 68%
S1: Requesting Gr::-crg:lle z;mn: . Workplace 0% With far?n?lfr 030,
. - o | t .t 323'_.0 Ei=]
Basic Information Smartwatch |1% |E Fr"ﬁgﬁ:: F‘;% With Friends or Colleagues [79%
. : Smartphone Home 46% Alone 50%
S2: Sear{:hmg Google T—Iome B = Workplace 9% With family 300
- In transit 27% "
for Answers Smartwatch 0% In Public 18%% With Friends or Colleagues 20%
Home 42% o
S3: Gettin Ssmartphone 90% o Alone 60%
g Google Home . 10% Wﬁ_.ﬂ:gﬁgﬁ & 33% With family 30%

Recommendations Smartwatch 0% With Friends or Colleagues 10%

In Public 17%
. Home 70% 552
S4: Accessing Smariprons :Bﬁ Workplace B812% : Alorlme
. Google Home FSG% o B With family | 14%
External Services Smartwatch 7% in Public Nse With Friends or Colleagues 31%

 Random context and scenarios for better reliability of survey on
171 participants



Affective Responses in the Four Scenarios

Extremaly 5 i
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Mat al all 1

Fasiye &ftect Intarast

B 51: Aequesting Basic Intarmation B 52 Searching for Answers
B 53 Getting Recommendations M 54 Accessing External Services

* They found that users’ overall experience was positive with interest

being the most salient positive emotion. And affective responses
differed depending on the scenarios.



interpretation of correlation

Table 3: Correlation Between Product Qualities and Affect

Product Quality Positive Affect Negative Affect

Hedonic A7 * -.07
Pragmatic 32" -42 "
Attraction 28" -35°

"p < 001

* In positive affect, the hedonic quality was higher than that of the
pragmatic quality.

* Pragmatic quality was found to significantly influence negative affect.



summary

* Contribution: help designers better understand users’
expectations across different scenarios and contexts, and
therefore design for a positive user experience.

* Limitation: recalled memories may be inconsistent with
interactions observed in process.



Second Language Tutoring using
Social Robots: A Large-Scale
Study
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outline

e course of 7 lessons designed to help children learn
English as a foreign language using a social robot

e multi-staged experiment conducted to measure the
effectiveness of a social robot in teaching children:

= comparing the effect of learning from a robot tutor
accompanied by a tablet vs learning from a tablet
application alone



experiment; overview

e pre-test (checking if target vocabulary of 34 words is
already known)

e 7 lessons series (with 3 differnt settings)

e post-tests (immediate and delayed)



participants

e 194 children (5-6 years old, Dutch native speakers)

Ny/Ng | (Y:M)
5:8 5

Iconic gestures
No 1conic gestures
Tablet-only
Control




target vocabulary

L | Setting Target words

| /.00 one, two, three, add, more, most

2 Bakery four, five, take away, fewer, fewest

3 | Zoo big, small, heavy, light, high, low

4 Fruit shop on, above, below, next to, falling

5> | Forest in front of, behind, walking, running, jump-
ing, flying

6 | Playground left, right, catching, throwing, shding,
climbing

7 | Picture book | all target words




lessons; environmental setup
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lessons; plan

1) introduction where the robot would greet the child by name, and
present the new virtual environment (e.g. forest) that set the
context of the lesson

2) words presentation and teaching/learning:

- robot's narration (e.g. "Look, elephants!")

- robot's verbal feedback (e.g. "Good job!", "Nice try, but you need
to touch the monkey in the cage, try again!")

- robot's gestural feedback (in 1 out of 4 conditions)

- tasks for children within tablet-based game (e.g. release the
monkey from the cage)

3) short test in which knowledge of each target word was tested
twice in a random order (no feedback from robot during this stage)

/
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conditions

1) robot with iconic gestures + tablet
2) robot without iconic gestures + tablet
3) tablet-only without the robot

4) control condition where children danced with the robot
but were not exposed to the educational material

10



post-experimential tests

e immediate post-test (max. 2 days after the final lesson)

e delayed post-test, (between 2 and 4 weeks after the final
lesson; M = 2 weeks 5 days, SD = 2.70 days)

1) translation from English to Dutch
2) translation from Dutch to English
3) comprehension test of English target words

11



results

Condition / Test Imm. post-test | Delayed post-test

Iconic gestures

Trans(En-Du) 3.31 (3.09) 7.41 (5.17) 8.10 (5.06)
Trans(Du-En) 6.00 (4.23) 6.45 (4.62)
Comprehension 29.47 (5.85) 30.43 (6.22)
No iconic gestures

Trans(En-Du) 3.47 (3.19) 7.69 (4.92) 7.88 (4.79)
Trans(Du-En) 6.43 (4.20) 6.43 (4.65)
Comprehension 29.39 (6.08) 29.75 (6.44)
Tablet-only

Trans(En-Du) 4.04 (2.76) 7.96 (4.63) 8.63 (4.62)
Trans(Du-En) 6.57 (4.01) 6.67 (4.20)
Comprehension 29.73 (6.27) 30.25 (6.58)
Control

Trans(En-Du) 2.48 (2.25) 3.48 (2.75) 3.97 (2.82)
Trans(Du-En) 3.07 (2.27) 3.52 (2.17)
Comprehension 24.31 (6.25) 25.62 (5.34)

Note: All scores indicate the average number of words correctly trans-
lated or comprehended (standard deviation within brackets). Minimum
scores are (0, maximum scores are 34 for translation and 54 for
comprehension. For comprehension, chance level i1s 18.




conclusions

* children in the experimental conditions scored higher than children
In the control condition on all tasks

* no significant differences between groups with different conditions:

= children learn equally well from the robot and the tablet as from
just the tablet

= children learn equally well from a robot producing iconic gestures
and from one that does not produce such gestures

e scores of the delayed post-test were significantly higher than those
of the immediate post-test

13



considerations & future work

e tablet's presence in conditions #1 & #2 may have limited the importance of
the interaction between child and robot

e in condition #3 children could focus their attention solely on the tablet

game; in 1# & #2 attention had to be divided between the two devices
(robot & tablet)

= future trial without tablet

e gestures might have been ambiguous

= gestures redesign

e |earning sessions with robots might have been too long
= getting rid of potentially redundant comments

14



YouTlube video-presentation

https://www.youtube.com/watch?v=IS8CbzJZX4k
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thank you
for your attention.



ABOT

The Anthropomorphic
Robot Database Home About Collection Predictor News Contact

u u What is ABOT?
The ABOT (Anthropomorphic roBOT) Database is a collection of real-
— world anthropomorphic robots that have been created for research or
™ ™ commercial purposes. Currently, our core collection features more
than 250 robots.
Reference: Phillips, E., Zhao, X., Uliman, D., & Malle, B. F. (2018).
What is human-like?: Decomposing robot human-like appearance
|
E C : m p : S I n g : : tS using the Anthropomorphic roBOT (ABOT) Database. HR/ '18.
|
|
3 I l e I | I I I l I - > " order:
I g O p O O p il cearfiters Vw20 ¥ sortby:id ¥ wanig < 12.8 >

Search.. P

oBOT (ABOT) Database = | !

Human-Likeness Score: ‘

0-100 ot

[] [ ] jiajia snapbot lego mindstorms lego mindstorms nxt
gripper 20

Current Collection Human-Likeness Predictor Information & Updates

Body Manipulators:
0-100

'l‘§$&$4?—B%X vl AT7Fy b7—273—X e i 4

M1 )10 I -

Mechanical Locomotion:

0-100 -
[ [ (Y] ]

http://www.abotdatabase.info/collection

buddy asimo nao baxter



http://www.abotdatabase.info/collection

Backgrouna

 The appearance of a robot can have a significant impact on
people's perception of intelligence, sociability, favorability,
reliability, and compliance.

e Researchers warn about certain risks related to the human-
ike appearance of robots.

[t is necessary to deepen the systematic understanding of
robots that look like humans.




Figure 1: Robots characterized
as “humanoid” in (a) Stenzel et
al., (b) Wiese et al., and (c)
Meltzoff et al. .

Robots that share the same
label across different
studies may actually differ
dramatically in their degree
of human-likeness.




ABOT (Anthropomorphic roBOT )

« The largest repository of robots with human-like features to
date.

 |[dentify distinct dimensions of robot appearance.
« Report two empirical studies

e Offer the Human-Likeness Estimator—a web-based linear
equation.

269 1mages 200 images 200 images

gathering that varied

Careful
review of
images

Image Selection
and Editing

in both number and
type of human-like
appearance features




Studyl Investigate the appearance of the robot

via Amazon’s Mechanical Turk crowdsourcing website (mTurk).

AN 1132 A
(man:501,women:6
19 A~B3:12)
Fhp 18mh n8lim (M =
36.07. SD =11.68,
ANRHRE)
= $0.5
- Definition for each feature
Feature: Definition
Apparel: Materials worn temporarily to cover the
body.
Arm: l-'ppﬁ limb typically used for manipulating
objects.
Eye: A round or oval shaped form that often gath

Eyebrow:

ers visual information,
A line above the eye usually consisting of
hair.

>

Yes or NO ?

66 images

N = 1,140 (15 raters x 19 features x 4 blocks of robots).



Table 2: Principal Components Loading Matrix, Study 1.
Studyl Result

Feature Surface Body Facial Mech.

« The PCA in Study 1 yielded tour | Eyelashes 88 05 a5 04
appearance dimensions (i.e., 2 Headhai 880
feature bundles) . ;%:(}cndcrcdncss 80 28 17 -12
‘" 1) 5. Nose 71 05 33 -05

» The “subscale scores,” (the bold- | Eyebows © w0
faced items in Table 2) 7. Apparel 68 28 07 -13
8. Hands A2 93 A6 A2

(1) Surface Look, 9. Arms 02 .92 10 .01

] 10. Torso 07 .90 19 07

(2) BOdy—I\/IanlpulatorS, 11. Fingers 14 86 02 05
— . 12. Leps =06 74 -8 -23

(3) Facial Features, 5 Face 22 14 0 2

. . 14. Eyes 14 -.02 .88 -.01

(4) Mechanical Locomotion. 15, Head s 49 73 o3
Together, these four dimensions 1O outh woom e
accounted for three-fourths of the 15 TreadsTracks 8 06 -01 .91
total variance among the 18 e o S
individual features. Subscale Cronbach's @9 ® 93 & &2

Note: PC 1: Surface Look, PC 2: Body-Manipulators, PC 3: Facial Features, PC 4
Mechanical Locomotion Subscales derived from features with loadings in bald



StudyZ2 PREDICTING PRHYSICAL HUMAN-LIKENESS

 |dentified which appearance dimensions best characterize
general human-likeness impressions.

R EM $1.00 Filter by range of 66 images

A

participants 100
(males:48.females:
50, lost:2)

ages ranging 19to 64 (M = 33.42, —
SD = 9.75) .

scores:

Human-Likeness Score:
0-100

25 judges to each robot in each block and thus predetermined
a total sample of N = 100.



Study? Result

1. These average human-likeness scores
across all the robots in our database
ranged from 1.44 to 96.46, with M =
33.26, SD = 18.97.

2. A regression model using all 18
features explained 88.8% of the total
variance of overall human-like scores

(R=.94, F (18, 179) = 78.5, p <.001 ).

torso r_(semi— partial
) =.31

genderedne |r_sp = .44

SS

skin r sp=.23

These three

18.4% of the
total r_sp

2. A stepwise forward
regression analysis with the
18 features as predictors.




Study? Result

3 Predicting physical human-likeness from appearance dimensions.
pFrZ‘é'{crt%grr\*,’;ﬁZ’;‘.;Z?sed principal component scores as four subscale scores as predictors. This model explained 81.5%

This model xplaisled 82 5% of the variance in human- of the variance in human-likeness, F (4, 193) = 212.4, p < .001.
93) =

likeness, F (4,1 227.0, p < .001.

Surface Look r_sp =.61 Body- r_sp=.53p<.001

(37.2%) Manipulators

Body-Manipulat 60 &5

(306 g:%) el 2= Surface Look r sp=.44 p < .001
' (19%)

I(}agi;l) Features r_sp = .24 Mechanical r sp=-.13p <.001

070 Locomotion
Mechanical r sp=-.19 (1.7%)
Locomotion Facial Features r sp=.07,p=.025

(3.6%) (0.5%)




Conclusion & Future work

A more systematic, generalizable and reproducible study on
the anthropomorphic appearance of robots and their impact
on human-robot interaction.

* Robot integration into the ABOT database is constrained by
both knowledge of existing robots and search procedures.

 The number and type of features need to be refined.

« How the robot's static appearance features interact with
dynamic properties.



	46193148-slide-2
	46193190-slide-2
	46193192-slide-2
	46195004-slide-2
	79183054-slide-2
	79185020-slide-2
	late-46193134-slide-2

